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Abstract: Machine learning (ML) has a ray of hope in various sectors such as smart cities, cyber security, e-commerce, 

manufacturing, healthcare, agriculture etc. Various types of ML techniques (supervised, un-supervised, semi supervised, and 

reinforcement learning) exist in this field. Hence, the purpose of this manuscript is to give an overview of distinct ML 

techniques. Then the role/applications of ML techniques in real world applications are discussed. Finally, the challenges and 

research directions are presented. Thus, this paper will become useful for industry, academia professional and decision makers 

in distinct real world applications. 

 

Indexed Terms- Machine Learning Techniques, Challenges, Research Directions, Applications. 

 

I. INTRODUCTION 

In the present era of industry 4.0 (also termed as a 4th 

industrial revolution) we live an electronic world where the 
whole things being related to a data source and digitally 

recorded [1].  The digital world has access to a multitude of 

data including Smart city data, COVID-19, Cyber Security 

(CS), and Healthcare data, Social media, Business Data etc. 

The perceptive of Artificial intelligence (AI) predominantly 

ML is crucial to intelligently access these data and create 

the allied automated and smart applications [2]. “Building 

an array of intelligent applications in the related fields can 

be done by means of the insights that can be extracted from 

these data, but it is critical to recognize 

how ML algorithms are applied in diverse sectors to obtain 
the kind of outcomes that would end result in actual 

commercial gains”[3].  

 

Technology like Machine Learning (ML) can assist us 

to discover opportunities in data and convert them into real 

world business prospects.  The field of machine learning 
has grown too large to be completely specialized due to 

ongoing developments. ML, which a form of AI is firstly 

coined by Arthur Samuel in 1959 [4]. Figure 1 depicts that 

ML is a subset of AI [5].  

 

 
Figure 1: Machine learning as subset of AI [3] 

 

ML allows that software programme can forecast 

outcomes more precisely. Thus, in order to predict new 

output values, ML algorithms or approaches use 

chronological data as input.  Thus, the primary role of this 

manuscript is to illustrate the essentials of various ML 

approaches and how they can be applied to diverse real-

world application areas [6]. 

 

II. TYPES OF ML 

The study of machine learning covers a broad range of 

problems and is influenced by research in other fields, such 

as artificial intelligence. The focus of the field is on 

learning, or developing skills or information through real-

world use. A machine may automatically learn from the 
data, perform better based on past experiences, and make 

predictions using machine learning [7]. There are several 

algorithms used in Machine learning that can process 

enormous amounts of data. ML is primarily categorized 

into four types depending on the techniques and learning 

areas, as shown in Figure 2. 

 

 

Figure 2: Types of ML Algorithms [3, 8] 

 

These algorithms are fed data to train and then, based on 

that training; they create the model and carry out the desired 

task [3], [8]. These ML techniques support solution of 

numerous issues, including Regression, Classification, 

Forecasting, Associations, Clustering, and others. A 

comprehensive explanation of the many types of Machine 
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Learning (ML) and the associated algorithms [8] is as 

follows: 

 

 

A. Supervised ML 

Because supervised machine learning is based on 

"Supervision," we train the machines with "labelled" 

datasets, and they then forecast the output based on the 

training [9], [10], [11]. 

 

B.Unsupervised ML 

This learning is distinct from the supervised learning 

method because as its name implies supervision is not 

required. This means that the present system is trained on 

an unlabeled dataset & makes output predictions without 

any human supervision [12].  The key goal of this learning 

is to classify unsorted dataset based on similarities and 

dissimilarities. The hidden patterns in the input data set are 

to be found by the machines [13]. In order to better 

understand this concept, let’s take an instance Consider a 

basket of fruit photos that we input into the machine 

learning model. The machine's job is to identify patterns 
and classifications in the photos, which are completely 

unknown to the model. When the machine is tested with the 

test dataset, it will now learn its patterns and distinctions, 

such as colour differences and form differences, and 

anticipate the output [14]. Unsupervised learning can be 

further divided into the following 02 categories:  

• Association 

• Clustering [15], [16], [17]. 

 

C. Semi-Supervised ML 

B/w the supervised & unsupervised ML, there is a form of 

method known as semi-supervised learning [18], [19]. It 

uses a combination of labelled and unlabeled datasets 
during the training phase and stands in the between of 

“supervised learning and unsupervised learning 

techniques”[20], [21]. 

 

With an example, we may visualise these algorithms. 
When a student is engaged in supervised learning, both at 

home and in school, an instructor is watching over them. 

Additionally, unsupervised learning is when a pupil 

analyses a subject on their own without assistance from the 

teacher. The student must revise independently after 

evaluating the same subject while receiving advice from a 

college instructor [22]. 

 

D. Reinforcement Machine Learning 

With reinforcement learning, an AI agent (a software 

component) automatically explores its surroundings by 

striking and trailing, acting, learning from experiences, and 

increasing performance. Reinforcement learning operates 

on a feedback-based method. The objective of this ML 
agent is to maximise the rewards since the agent is 

rewarded for every good activity and penalised for every 

bad action. In contrast to supervised learning, reinforcement 

learning relies only on the experiences of the agents [23]. 

 

The method of reinforcement learning is comparable to 

that of a human being; for instance, a kid learns different 

things through encounters in his daily life. Playing a game 

where the environment is the game, an agent's actions at 

each step establish states, and the agent's objective is to 

score highly is an example of reinforcement learning. Agent 

gets feedback in the form of sanctions and benefits. 

Because of its working it is used in a array of disciplines, 

such as multi-agent systems, game theory, operation 

research, and information theory [24].  

 

• Positive Reinforcement Learning: It refers to raising 

the likelihood that the desired behaviour will occur once 

more. It strengthens the agent's behaviour and has a 

favourable effect on it [25]. 

 

• Negative Reinforcement Learning:  The reverse of 

positive reinforcement learning is negative reinforcement 

learning [26]. However, the comparison of distinct ML 

techniques is shown in Table 1. 

 
Table 1: Comparison of distinct ML techniques [26] 

ML techniques Data set Purpose 

Supervised 

learning 

Labeled  To forcast the label of 

the testing test, to know 
the inter relation b/w 
output and input. 

Un-Supervised 
learning 

Un-
labeled 

To identify data patterns 
& data sample grouping 
etc. 

Semi supervised 
learning 

Both To know the label of the 
testing set. 

Reinforced 
learning 

NA To find out the best 
course of action through 
interacting with the 
environment 

 

III. APPLICATIONS OF MACHINE LEARNING 

Machine learning technology is becoming more popular 

because it developing very quickly and can learn from past 

and make wise decisions. Without realising it, we use 
machine learning every day in various applications like 

Google Maps & Assistant, Alexa, etc. [27]. Most common 

application areas for machine learning technology [28] are 

shown in Figure 3 and discussed. 

 

Healthcare: In a number of medical fields, including 
infection prediction, medical information extraction, 

spotting patterns in data, etc., machine learning can assist in 

solving diagnostic and prognostic issues. As per World 

WHO report, a recently identified coronavirus is the source 

of the infectious disease coronavirus disease (COVID-19). 

In the fight against COVID-19, learning strategies have 

recently gained popularity [29], [22]. The learning 

approaches are applied to the COVID-19 pandemic to 

categorize patients at severe risk. Additionally, it can be 

employed to predict the COVID-19 outbreak, investigate 

the origins of the virus, and diagnose and cure illnesses 

[30], [31], [32]. 
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Figure 3: applications of ML in diverse sectors [28] 

 

Cyber security (CS): CS is the most important area of 

today’s world used for shielding hardware, data from digital 

threats etc. In order to enhance sense malware in encrypted 

communications, spot internal threats, anticipate where bad 
areas are online, ML has offered as a critical cyber security 

tool [33], [34], [35], [36]. 

 

Smart Cities: Another key element of “Industry 4.0 is the 

IoT”, which transforms common items into smart items by 

enabling them to send data & automate processes without 

requiring human participation. IoT is consequently viewed 

as the great unexplored territory that has the potential to 

develop practically every aspect of our life, like smart 

government, and business etc. [37], [38], [39].  

 
Transportation: The development of a nation's 

transportation infrastructure has become essential to that 

nation's economic growth. However, a number of cities 

throughout the world are seeing an excessive increase in 

traffic, which is leading to severe problems like CO2 

pollution, accidents, and crises, as well as a reduction in 

the quality of life in modern civilization [40], [41], [42].  

 

E-commerce: Product suggestion is one of the most well-

known and often utilized applications of ML in use today. 

It is the glaring features of virtually any e-commerce 

website. Due to the fact that companies may employ ML 
technology to analyze their clients' past purchases and 

offer tailored manufactured goods suggestions for their 

potential purchases based on their preferences and interests 

[3], [43], [44]. 

 

Prediction Analysis: Machine learning finds significant 

use in the intelligent decision-making that result from 

predictive analytics (data driven). However, the core of this 

analytics is the identification and use of correlations b/w 

explanatory factors and predicted variables from past 

occurrences in order to forecast the unknowable result 
[45].  

 

Speech, Face and Pattern Recognition: The common use 

of ML in the actual world is image recognition, which can 

recognize an object (as a digital image). Examples: 

determining whether an x-ray is malignant or not, and tag 

suggestions on social media sites is speech recognition, 

which often employs sound and language models [46].  

 

Behavior Analytics Applications: A system's capacity to 

study about its atmosphere at any time and adapt behavior 

consequently is termed as context awareness [47], [3]. 

 

Agriculture: For all human endeavors to survive, 
agriculture is necessary. The supply chains for sustainable 

agriculture rely heavily on knowledge and are built on 

information, skills, technologies, etc.[48]. 

 

Thermal Power Plant: Smart power generation has 

become essential owing to rising concerns about 

environmental protection, and climate change [49]. In 

addition, premature failure of boiler tubes in coal based 

thermal plant is a major problem [50]. However, various 

researchers [51], [52], [53], [54] minimized failure in 

thermal plant by deposited different thermal spray coatings 
on boiler parts to combat oxidation, corrosion and erosion 

problem. Recently, distinct ML techniques has been used 

for combustion optimization and to determine premature 

failures in thermal power plant in order to improve the 

efficiency of plant [55]. 

 

Natural Language Processing (NLP): This enables the 

use of ML techniques in situations where it is necessary for 

computers to read texts, hear voice, interpret it, assess 

sentiment, and so forth. Examples of NLP-related tasks 

include virtual personal assistants, chatbots, document 

descriptions, linguistic etc. [56], [57]. 
 

IV. CHALLENGES AND RESEARCH 

DIRECTIONS 

The efficiency a ML-based resolution depends on the kind 

and quality of the data as well as the effectiveness of the 

learning algorithms. Even while modern cyberspace 

facilitates the production of enormous amounts of data at a 

very high frequency, gathering data in crucial sectors like 

cyber-security, IoT, healthcare, and agriculture—all of 

which are covered in Sect. "Applications of ML"—is not 
clear-cut [39]. Therefore, it is essential for future research 

to collect relevant data for the administration of the goal 

ML-based applications, such as smart city apps. As a 

result, a more complete examination of data gathering 

methods is necessary when working with actual-world 

data. Moreover, the past data may also enclose a 

significant amount of ambiguous figures, and meaningless 

data etc. [58].  Therefore, it is required to modify or 

improve current pre-processing techniques or suggest new 

data preparation procedures in order to make use of 

learning algorithms in the relevant application field 

efficiently [3], [59]. 
 

Therefore, a ML-based solution's and any related 

applications' long-term success is based upon on both the 

learning algorithms and data. If, the training data are 

inappropriate for learning then ML models may lose their 
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utility or perform less correctly. It is essential to manage 

the data and different learning algorithms effectively for a 

ML-based solution and ultimately producing intelligent 

apps [3]. 

V. CONCLUSION 

Machine learning has developed into a powerful tool with 

numerous uses. Based upon the current study following 

conclusions are made: This manuscript will be useful for 

decision-makers in a range of real-world scenarios and 

application such as academic and business professionals. 

The usefulness of machine learning in manufacturing 
applications shows how ML can be included into every 

stage of the product lifecycle, from conception to disposal 

in a manufacturing context. ML has become an effective 

tool in health care sector. Recently ML has been employed 

in the battle against COVID-19 for forecasting, drug 

development, medical diagnostics, and contact tracing. 
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